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Abstract: For a given finite positive measure on an interval I ⊆ R, a multiple stochas-
tic integral of a Volterra kernel with respect to a product of a corresponding Gaussian
orthogonal stochastic measure is introduced. The Volterra kernel is taken such that the
multiple stochastic integral is a multiple iterated stochastic integral related to a param-
eterized Hermite polynomial, where parameter depends on Gaussian distribution of an
underlying one-dimensional stochastic integral. Considering that there exists a connection
between stochastic and deterministic integrals, we expose some properties of parameter-
ized Hermite polynomials of Gaussian random variable in order to prove that one multiple
integral can be expressed by a corresponding one-dimensional integral. Having in mind
the obtained result, we show that a system of multiple integrals, as well as a collection
of conditional expectations can be calculated exactly by generalized Gaussian quadrature
rule.
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1. INTRODUCTION

In many practical problems, for example in dynamic programming and stochas-
tic optimization, we are often faced with computing an expected value of some
function of an absolutely continuous random variable (see, e.g. [1], 506-511, 547).
If the random variable is scalar, classical methods based on quadrature formulae
work quite well, but when the expectation is taken with respect to a random vector
and we must integrate over a high-dimensional space, then the quadrature formu-
lae usually become impractical ([1], 209, [9], 146). Therefore, the representation
of a multiple integral by an one-dimensional integral could be useful.
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On the other hand, it is well known that there exists a connection between
stochastic integrals and corresponding deterministic integrals*. Moreover, Ito’s
generalization of multiple Wiener integral claims that a multiple stochastic integral
can be expressed by Hermite polynomial of a suitable one-dimensional stochastic
integral ([5], 162-166, [10], 51-54). Keeping that in mind, for a given finite positive
measure on an interval of real line, we introduce a multiple stochastic integral of a
Volterra kernel with respect to a product of a corresponding Gaussian orthogonal
stochastic measure. The Volterra kernel is taken such that the multiple stochastic
integral is a multiple iterated stochastic integral related to a parameterized Her-
mite polynomial, where parameter depends on Gaussian probability distribution
of the underlying one-dimensional stochastic integral. Considering this fact, we
expose some properties of parameterized Hermite polynomials of Gaussian ran-
dom variable to prove that, for a given finite and positive measure, one multiple
integral can be represented by a corresponding one-dimensional integral.

The remained of this paper is organized as follows: an one-dimensional
stochastic integral with respect to a Gaussian orthogonal stochastic measure,
along with one corresponding generalization of multiple Wiener integral are
introduced in Section 2. Section 3 considers Hermite polynomials of the one-
dimensional stochastic integral with a suitable parameter, as well as their relation
with the defined multiple stochastic integrals and from there, with the correspond-
ing multiple deterministic integrals. Section 4 is dedicated to a consideration of
parameterized Hermite polynomials as random variables, and to the proof of the
main theorem that one multiple integral can be expressed by a corresponding
one-dimensional integral. The applications of the main theorem, in the case of
numerical integration of multiple integrals based on Gaussian quadrature formu-
lae, are presented in Section 5. An overview of the research results is given in the
concluding section, Section 6.

2. ONE GENERALIZATION OF MULTIPLE WIENER INTEGRAL

In what follows, for an arbitrary point t0 ∈ R = (−∞,+∞), an interval denoted
by I ⊆ R represents a finite interval [t0,T] ⊂ R, t0 < T < +∞, or a half-open
interval [t0,T) ⊆ R, t0 < T ≤ +∞, if not stated precisely.

Denote by B(I) the Borel sigma-field of I ⊆ R and let µ = µ(t), t ∈ I, be a
left-continuous monotone increasing function such that

µ(∆) = µ(t) − µ(s), ∆ = [s, t) ∈ B(I), (1)

defines a finite (µ(I) < +∞) positive measure on B(I), (µ(B) ≥ 0,B ∈ B(I)),
absolutely continuous with respect to the Lebesgue measure on B(I), that is
dµ(u) = ϕ(u)du, u ∈ I, whereϕ = ϕ(u) is a corresponding non-negative continuous

*In what follows, the term integral means exclusively deterministic integral, while the notion
stochastic integral takes its full connotation.
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Radon-Nikodym derivative. Then there exist a probability space (Ω,F ,P) and a
Gaussian random process η =

{
η(t), t ∈ I

}
,

η(t0) = 0, a.c. and Eη(t) = 0, E
[
η(t)

]2 = µ(t) < +∞, t ∈ I, t , t0,

corresponding to a left-continuous function in the Hilbert space
L

2(Ω) = L2(Ω,F ,P) with orthogonal increments

η(∆) = η(t) − η(s) (2)

on disjoint intervals ∆ = [s, t) ∈ B(I), such that

Eη(∆) = 0, E
[
η(∆)

]2 = µ(∆) < +∞, ∆ ∈ B(I).

Consequently, the increments (2) of the Gaussian random process η, as the cen-
tered Gaussian random variables from the space L2(Ω), satisfy〈

η(∆1), η(∆2)
〉
L2(Ω) = 0 when ∆1 ∩ ∆2 = ∅, ∆1,∆2 ∈ B(I) (i)

η(∆) =

+∞∑
k=1

η(∆k), a.c. when ∆ =

+∞⊔
k=1

∆k ∈ B(I), ∆i ∩ ∆ j = ∅ for i , j (ii)

∥∥∥η(∆)
∥∥∥2

L2(Ω)
= µ(∆) < +∞ for all ∆ ∈ B(I), (iii)

where 〈·, ·〉L2(Ω) and ‖·‖L2(Ω) denote the inner product and the norm in the space
L

2(Ω), respectively. Hence, for the given finite positive measure (1), the equality
(2) defines a Gaussian orthogonal stochastic measure, η(∆), ∆ ∈ B(I), and with
respect to this measure, one can define an one-dimensional stochastic integral

ξI
(1)( f ) =

∫ T

t0

f (u)dη(u), (3)

for any function f ∈ L2(I, µ) ([6], 36-39, [11], 212-218).
On the other hand, the one-dimensional stochastic integrals (3) generate a

systemH(1) =
{
ξI

(1)( f ), f ∈ L2(I, µ)
}

of Gaussian random variables with zero mean,
variance

E
[
ξI

(1)( f )
]2

=
∥∥∥ f

∥∥∥2

L2(I,µ)
=

∫ T

t0

f 2(u)dµ(u) = J I
(1)( f 2),

and covariance

E
[
ξI

(1)( f )ξI
(1)(1)

]
=

〈
f , 1

〉
L2(I,µ) =

∫ T

t0

f (u)1(u)dµ(u) = J I
(1)( f1),

where f , 1 ∈ L2(I, µ) and µ is the corresponding measure defined by (1). The
symbols ‖·‖L2(I,µ) and 〈·, ·〉L2(I,µ) denote the norm and the inner product in L2(I, µ),
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respectively. In particular, if f = 0 a.e. on B(I), then ξI
(1)( f ) is a degenerate

Gaussian random variable. Hence, if we denote by Lhull(η) the closed linear hull
spanned by η(∆), ∆ ∈ B(I), then the Gaussian system H(1) is equal to Lhull(η).
The integralsJ I

(1)( f 2) andJ I
(1)( f1), on the right-hand side of above equalities, are

defined as the Lebesgue integrals with respect to the corresponding measure µ.
In order to introduce a multiple iterated stochastic integral, as one general-

ization of multiple Wiener integral, recall that the first generalization of multiple
Wiener integral was given by K. Ito ([5]). Instead of defining multiple stochastic
integral with respect to a product of stochastic measure given by increments of the
Brownian motion process, K. Ito defined it with respect to a product of Gaussian
orthogonal stochastic measure ([5], 157-162).

In contrast to K. Ito, who introduced multiple stochastic integral of a symmetric
L

2-kernel, we take an m-tuple Volterra kernel k(m) = k(m)(t1, ..., tm), m ≥ 1, from the
space

L
2(Im, µm) =

{
k(m);

∫ T

t0

∫ t1

t0

...

∫ tm−1

t0

k2
(m)(t1, ..., tm)dµ(tm) · · · dµ(t2)dµ(t1) < +∞

}
,

that is

k(m) ∈ L
2(Im, µm) and k(m)(t1, ..., tm) = 0, if ti < t j for some i < j, (4)

where µ is the finite positive measure (1) ([4], 149), and define an m-tuple stochatic
integral

ξI
(m)(k(m)) =

∫
I

∫
I
...

∫
I
k(m)(t1, ..., tm)dη(tm) · · · dη(t2)dη(t1), (5)

as K. Ito did it, where η is the Gaussian orthogonal stochastic measure (2).
Further, notice that for m ≥ 1 and for any f ∈ L2(I, µ), one can define a Volterra

kernel k(m) ∈ L
2(Im, µm) by

k(m)(t1, ..., tm) =

{
f (tm) · · · f (t1), tm ≤ ... ≤ t2 ≤ t1

0, otherwise . (6)

Then, taking into account the area of integration, the multiple stochastic integral
(5) takes the following form

ξI
(m)( f ) =

∫ T

t0

∫ t1

t0

...

∫ tm−1

t0

f (tm) · · · f (t2) f (t1)dη(tm) · · · dη(t2)dη(t1). (7)

Bearing in mind the properties (i)-(iii) of the Gaussian orthogonal stochastic mea-
sure (2), the m-times iterated stochastic integral (7) is a centered random variable
ξI

(m)( f ) with variance

E
[
ξI

(m)( f )
]2

=

∫ T

t0

∫ t1

t0

...

∫ tm−1

t0

f 2(tm) · · · f 2(t2) f 2(t1)dµ(tm) · · · dµ(t2)dµ(t1)

= J
I
(m)( f 2),
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where the corresponding m-times iterated integralJ I
(m)( f 2) is defined as a Lebesgue

integral with respect to the product measure

µm(∆) = µ(∆1) × µ(∆2) × ... × µ(∆m)

on Borel sets ∆ = ∆1 × ∆2 × ... × ∆m of Im such that ∆i ∈ B(I), i = 1, ...,m.
Since the integrals J I

(1)( f 2) and J I
(m)( f 2) represent the variance of the random

variables ξI
(1)( f ) and ξI

(m)( f ), respectively, a relation between the m-tuple integral
J

I
(m)( f 2) and the one-dimensional J I

(1)( f 2) will follow from a suitable connection
between the corresponding stochastic integrals (7) and (3). There Hermite poly-
nomials with a suitable parameter will play an important role.

3. HERMITE POLYNOMIALS WITH PARAMETER AND MULTIPLE
STOCHASTIC INTEGRALS

Let Pσ2 be a Gaussian measure on Borel sigma-field of R with zero mean and
varianceσ2

≥ 0. Ifσ2 = 0, Pσ2 is a degenerate Gaussian measure onR, concentrated
in zero.

Recall that for fixed σ2
≥ 0, a system of Hermite polynomials with parameter

σ2
≥ 0,

hm(σ2, x) = (σ2)m (−1)m

m!
e

x2

2σ2
dme−

x2

2σ2

dxm , x ∈ R, m = 0, 1, 2, ..., (8)

is complete and orthogonal in Hilbert space L2(R,Pσ2 ) ([4], 152, Definition A1,
Proposition A2(iii)). Moreover, a system{

hm1 (σ2
1, x1), hm2 (σ2

2, x2), ..., hmd (σ2
d, xd); m1,m2, ...,md = 0, 1, 2, ...

}
is a complete orthogonal system in Hilbert spaceL2(Rd,P(σ2

1,σ
2
2,...,σ

2
d)), where P(σ2

1,σ
2
2,...,σ

2
d)

is a Gaussian measure on Borel sigma-field of Rd with zero mean and covariance
matrix

[
σ2

i δi j

]
([4], 152-153, Proposition A2(iii’)).

Since the one-dimensional stochastic integral (3), as a Gaussian random vari-
able ξI

(1)( f ), f ∈ L2(I, µ), has Gaussian distribution PJ I
(1)( f 2) = N(0,J I

(1)( f 2)) onR, in

the next lemma, we consider a Hermite polynomial hm(J I
(1)( f 2), x) ∈ L2(R,PJ I

(1)( f 2))

with parameter J I
(1)( f 2).

Lemma 3.1. For each fixed m ≥ 0 and for any f ∈ L2(I, µ), it holds

E
[
hm(J I

(1)( f 2), ξI
(1)( f ))

]2
= J I

(m)( f 2). (9)

Proof. Having in mind that E
[
ξI

(m)( f )
]2

= J I
(m)( f 2), f ∈ L2(I, µ), in order to prove

the equality (9), one needs to show that hm(J I
(1)( f 2), ξI

(1)( f )) can be expressed as a
multiple stochastic integral (7). Therefore, for fixed m ≥ 0, denote by

Lhull(hm, ξ
I
(1),L

2(I, µ)) = Lhull

{
hm(J I

(1)( f 2), ξI
(1)( f )), f ∈ L2(I, µ)

}
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the closed linear hull spanned by parameterized Hermite polynomials of degree
m of the Gaussian variables ξI

(1)( f ), f ∈ L2(I, µ), and by

Lhull(hm, η,B(I)) = Lhull
{
hm(µ(∆), η(∆)),∆ ∈ B(I)

}
the closed linear hull spanned by parameterized Hermite polynomials of degree m
of the Gaussian variables η(∆), ∆ ∈ B(I). Taking into account that the Gaussian sys-
temH I

(1) =
{
ξI

(1)( f ), f ∈ L2(I, µ)
}

is equal to the closed linear hullLhull(ηI) spanned

by η(∆), ∆ ∈ B(I), one can prove that for any fixed m ≥ 0, Lhull(hm, ξI
(1),L

2(I, µ))

coincides with the Lhull(hm, η,B(I)) ([10], 51). Thus, in order to show that

hm(J I
(1)( f 2), ξI

(1)( f )) = ξI
(m)( f ),

it is sufficient to prove that for any m ≥ 0 and for any fixed ∆ = [s, t) ∈ B(I) (s < t),
it holds

hm(µ(∆), η(∆)) =

∫ t

s

∫ t1

s
...

∫ tm−1

s
dη(tm) · · · dη(t2)dη(t1). (10)

The proof is going to be given using mathematical induction.
Obviously, for k = 0 and k = 1, we get

h0(µ(∆), η(∆)) = 1 and h1(µ(∆), η(∆)) = η(∆) =

∫ t

s
dη(u).

Assume that for k < m, it holds

hk(µ(∆), η(∆)) =

∫ t

s

∫ t1

s
...

∫ tk−1

s
dη(tk) · · · dη(t2)dη(t1). (11)

For a sufficiently large integer M > 0, let Γ be a division of [s, t] : s = τ0 < τ1 <

... < τM = t such that ∆i j =
[
τi j−1, τi j

)
, j = 1, ...,m, are disjoint subintervals of

∆ = [s, t) ⊂ [s, t]. Then,∑∑
...

∑
η(∆i1 )η(∆i2 ) · · · η(∆im ) =

M ≥ i1 > i2> ... > im≥ 1
(12)

=
1
m

M∑
k=1

 η(∆k)


∑
...

∑
η(∆i1 ) · · · η(∆im−1 )

M ≥ i1> i2> ... > im−1≥ 1
i1, i2, ..., im−1, k
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=
1
m

 M∑
k=1

η(∆k)
( ∑

...
∑

η(∆i1 ) · · · η(∆im−1 )
M ≥ i1> i2> ... > im−1≥ 1

)

−

M∑
k=1

(η(∆k))2
( ∑

...
∑

η(∆i1 ) · · · η(∆im−2 )
M ≥ i1> i2> ... > im−2≥ 1

)

+

M∑
k=1

(η(∆k))3


∑
...

∑
η(∆i1 )η · · · η(∆im−3 )

M ≥ i1> i2> ... > im−3≥ 1
i1, i2, ..., im−3, k




As the division Γ becomes finer, the left-hand side of (12) converges to∫ t

s

∫ t1

s
...

∫ tm−1

s
η(dtm) · · · η(dt1) (13)

in L2(Ω). The second and the third term of the right-hand side of (12) are the
rectifications of (η(∆k))γ, γ = 2, 3, in the first term. Due to the properties (i)-(iii) of
the Gaussian orthogonal stochastic measure (2), as a Gaussian random variable
η(∆) ∈ L2(Ω), we obtain that for any ∆ ∈ B(I),

E
[
η(∆)

]2k−1
= 0, E

[
η(∆)

]2k
= (2k − 1)!!

(
µ(∆)

)k , k = 1, 2, ...

and hence,

M∑
k=1

(η(∆k))2
→ µ(∆) = µ(t) − µ(s) and

M∑
k=1

(η(∆k))3
→ 0

in L2(Ω), while

M∑
k=1

η(∆k) = η(∆) = η(t) − η(s).

Therefore, the right-hand side of (12) converges to

η(t) − η(s)
m

∫ t

s

∫ t1

s
...

∫ tm−2

s
dη(tm−1) · · · dη(t2)dη(t1)−

−
µ(t) − µ(s)

m

∫ t

s

∫ t1

s
...

∫ tm−3

s
dη(tm−2) · · · dη(t2)dη(t1)

(14)

According to the assumption (11), (14) is equal to

η(∆)
m

hm−1(µ(∆), η(∆)) −
µ(∆)

m
hm−2(µ(∆), η(∆)). (15)

Since the parameterized Hermite polynomials (8) satisfy a recursion formula

hm(σ2, x) =
x
m

hm−1(σ2, x) −
σ2

m
hm−2(σ2, x) (16)
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([4], 152), the term (15) is equal to

hm(µ(∆), η(∆)) (17)

and thus, the equality (10) follows from (12), (13), and (17).
Consequently, for any fixed m ≥ 0, the equality (10) proves that

hm(J I
(1)( f 2), ξI

(1)( f )) = ξI
(m)( f ).

Thus,

E
[
hm(J I

(1)( f 2), ξI
(1)( f ))

] j
= E

[
ξI

(m)( f )
] j
, j = 0, 1, 2.....

and bearing in mind that for j = 2, E
[
ξI

(m)( f )
]2

= J I
(m)( f 2), we obtain the equality

(9)�

4. RELATION BETWEEN ONE MULTIPLE AND THE CORRESPONDING
ONE-DIMENSIONAL INTEGRAL

For a finite positive measure µ, defined by (1) on the Borel sigma-field of I ⊆ R,
we will consider the next multiple integral

J
I
(m)(1) =

∫ T

t0

∫ t1

t0

...

∫ tm−1

t0

1(tm) · · · 1(t2)1(t1)dµ(tm) · · · dµ(t2)dµ(t1), (18)

where 1 : I → R+, R+ = [0,+∞), is non-negative continuous function on I ⊆ R,
and integrable with respect to the measure µ on I. In order to express the multiple
integral (18) by a corresponding one-dimensional

J
I
(1)(1) =

∫ T

t0

1(u)dµ(u), (19)

we introduce the next lemma which considers the parameterized Hermite polyno-
mials (8) of a Gaussian variable, as centered random variables with finite second
moments. Since for any σ2

≥ 0 and x ∈ R, h0(σ2, x) = 1, we take into account only
the parameterized Hermite polynomials of degree m ≥ 1.

Lemma 4.1. Let ξ be a real-valued random variable with Gaussian probability distribu-
tion Pσ2 = N(0, σ2) on the Borel sigma-field of R and hm(σ2, x) ∈ L2(R,Pσ2 ) a Hermite
polynomial with parameter σ2

≥ 0. Then, for any m ≥ 1, hm(σ2, ξ) is a centered random
variable with finite second moment such that

E
[
hm(σ2, ξ)

]2
=

(
Eξ2

)m

m!
. (20)
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Proof. As h1(σ2, ξ) = ξ, for m = 1,

E
[
h1(σ2, ξ)

]
= Eξ = 0 and E

[
h1(σ2, ξ)

]2
= Eξ2.

Further, since for any m ≥ 2, the parameterized Hermite polynomials (8) satisfy
the recursion formula (16), the next equality

E
[
hm(σ2, ξ)

] j
= E

[
h1(σ2, ξ)

m
hm−1(σ2, ξ) −

σ2

m
hm−2(σ2, ξ)

] j

, m ≥ 2, j = 1, 2,

holds. Therefore, considering that parameterized Hermite polynomials of differ-
ent degrees are mutually orthogonal in L2(R,Pσ2 ), the proof that

E
[
hm(σ2, ξ)

]
= 0, for any m ≥ 2,

is straightfoward.
However, for m ≥ 2 and j = 2, one can notice that

E
[
hm(σ2, ξ)

]2
= E

[
ξ
m

hm−1(σ2, ξ) −
σ2

m
hm−2(σ2, ξ)

]2

=
1

m2

{
E
[
ξhm−1(σ2, ξ)

]2
− 2σ2E

[
ξhm−1(σ2, ξ)hm−2(σ2, ξ)

]
+σ4E

[
hm−2(σ2, ξ)

]2
}
,

that is

m2E
[
hm(σ2, ξ)

]2
+ σ4E

[
hm−2(σ2, ξ)

]2
=E

[
ξhm−1(σ2, ξ)

]2

− 2σ2E
[
ξhm−1(σ2, ξ)hm−2(σ2, ξ)

]
+ 2σ4E

[
hm−2(σ2, ξ)

]2
.

(21)

On the other hand, taking into account the orthogonality of parameterized Her-
mite polynomials of different degrees inL2(R,Pσ2 ) and the recursion formula (16),
we get

m2E
[
hm(σ2, ξ)

]2
+ σ4E

[
hm−2(σ2, ξ)

]2
= E

[
mhm(σ2, ξ) − σ2hm−2(σ2, ξ)

]2

= E
[
ξhm−1(σ2, ξ) − 2σ2hm−2(σ2, ξ)

]2

= E
[
ξhm−1(σ2, ξ)

]2

− 4σ2E
[
ξhm−1(σ2, ξ)hm−2(σ2, ξ)

]
+ 4σ4E

[
hm−2(σ2, ξ)

]2
.

(22)
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Thus,

E
[
ξhm−1(σ2, ξ)hm−2(σ2, ξ)

]
= σ2E

[
hm−2(σ2, ξ)

]2
, m ≥ 2. (23)

follows from (21) and (22). On the basis of the equality (23), we obtain a recursion
formula

E
[
hm(σ2, ξ)

]2
=

1
m2 E

[
ξ2h2

m−1(σ2, ξ) − 2σ2ξhm−1(σ2, ξ)hm−2(σ2, ξ)

+σ4h2
m−2(σ2, ξ)

]
=

1
m2 E

{
ξhm−1(σ2, ξ)

[
ξhm−1(σ2, ξ) − σ2hm−2(σ2, ξ)

]
−σ2ξhm−1(σ2, ξ)hm−2(σ2, ξ) + σ4h2

m−2(σ2, ξ)
}

=
1

m2

{
mE

[
ξhm(σ2, ξ)hm−1(σ2, ξ)

]
−σ2E

[
ξhm−1(σ2, ξ)hm−2(σ2, ξ)

]
+σ4E

[
hm−2(σ2, ξ)

]2
}

=
1

m2

{
mσ2E

[
hm−1(σ2, ξ)

]2
− σ4E

[
hm−2(σ2, ξ)

]2

+σ4E
[
hm−2(σ2, ξ)

]2
}

=
Eξ2

m
E
[
hm−1(σ2, ξ)

]2
, m ≥ 2,

and hence, the equality (20) has been proven.�
The proof of the main theorem is based on Lemma 3.1 and Lemma 4.1.

Theorem 4.2. For an interval I ⊆ R, let µ be a finite positive measure defined by (1) on
the Borel sigma-field of I. If 1 : I → R+, is a non-negative continuous function on I and
integrable on I with respect to the measure µ, then for any m ≥ 1,

J
I
(m)(1) =

(
J

I
(1)(1)

)m

m!
, (24)

whereJ I
(m)(1) is the multiple integral (18) andJ I

(1)(1) is the corresponding one-dimensional
integral (19).

Proof. Since 1 : I → R+ is a non-negative continuous function on I, and
integrable with respect to the measure µ on B(I), there exists a corresponding
function f ∈ L2(I, µ), continuous on I, such that 1 = f 2 a.e on B(I). Therefore

J
I
(1)(1) = J I

(1)( f 2) and J I
(m)(1) = J I

(m)( f 2). (25)

On the other hand, as for any f ∈ L2(I, µ), whereµ is the finite positive measure
(1), there exist the stochastic integrals (3) and (7), which are the random variables
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ξI
(1)( f ) and ξI

(m)( f ) such that E
[
ξI

(1)( f )
]2

= J I
(1)( f 2) and E

[
ξI

(m)( f )
]2

= J I
(m)( f 2),

respectively.
Having in mind the equality (9) from Lemma 3.1 and applying Lemma 4.1 on

the one-dimensional stochastic integral (3), as a Gaussian random variable ξI
(1)( f )

with probability distribution PJ I
(1)( f 2) = N(0,J I

(1)( f 2)) on R, we obtain

J
I
(m)( f 2) = E

[
hm(J I

(1)( f 2), ξI
(1)( f ))

]2
=

(
E
[
ξI

(1)( f )
]2
)m

m!
=

(
J

I
(1)( f 2)

)m

m!
. (26)

Thus, taking into account the equalities (25), (24) follows from (26).�

5. NUMERICAL INTEGRATION OF MULTIPLE INTEGRALS BY
GAUSSIAN QUADRATURE

5.1. Systems of multiple integrals and Gaussian quadrature rule
The one-dimensional integral (19), which corresponds to the multiple integral

(18) in Theorem 4.2, is defined with respect to the finite positive measure (1)
on an interval I ⊆ R. This measure is absolutely continuous with respect to
the Lebesgue measure on B(I) with a non-negative continuous Radon-Nikodym
derivative ϕ = ϕ(u), u ∈ I. Thus, depending on the set conditions relative to
the non-negative continuous integrand 1 : I → R+, integration of the multiple
integral (18) can be considered from the viewpoint of numerical integration based
on quadrature formulae.

For a finite interval I = [t0,T] ⊂ R let

1k : I→ R+, k = 1, ..., 2n, (27)

be a set of 2n non-negative continuous functions on I. If the functions (27) satisfy

det


11(t1) 11(t2) . . . 11(t2n)
12(t1) 12(t2) . . . 12(t2n)
...

... . . .
...

12n(t1) 12n(t2) . . . 12n(t2n)

 , 0,

for any set of 2n points t1, ..., t2n ∈ I with ti , t j whenever i , j, then the collection
of functions (27) constitutes a Chebyshev system on I ⊂ R ([8], 972). In that
case, according to Karlin-Studden theorem ([8], Theorem 2.1, 973), there exists
a unique generalized n - point Gaussian quadrature rule with respect to the
Chebyshev system of functions (27), where the nodes r̃1, r̃2, ..., r̃n are in I and
all the weights λ̃1, λ̃2, ..., λ̃n are positive. It means that all functions from the
collection (27) are integrable with respect to a given finite positive measure µ̃ on
I, and the corresponding generalized Gaussian quadrature rule integrates them
exactly, such that∫

I
1k(u)dµ̃(u) = 1k (̃r1)λ̃1 + .. + 1k (̃rn)λ̃n, k = 1, ..., 2n,
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where λ̃1+λ̃2+...+λ̃n = µ̃(I) ([8], Definition 2.4, 973). Thus, on the basis of Theorem
4.2 and Karlin-Studden theorem, the following statement can be proved.

Corollary 5.1. For a finite interval I = [t0,T] ⊂ R, let µ be a finite positive measure
defined by (1) on the Borel sigma-field of I. If the collection of functions (27) constitutes
a Chebyshev system on I, then for any fixed m ≥ 1, there exist n ≥ 1 points r1, ..., rn in I,
and corresponding positive numbers λ1, ..., λn with λ1 + ... + λn = µ(I), such that

J
I
(m)(1k) =

1
m!

[
1k(r1)λ1 + .. + 1k(rn)λn

]m , k = 1, ..., 2n,

where J I
(m)(1k), k = 1, ..., 2n, is a system of multiple integrals (18) with respect to the

collection of functions (27).

In particular, the collection of functions

1k(x) = xk−1, k = 1, 2, ...2n, (28)

is both Chebyshev and Hermite on any finite interval of R ([8], Definition 2.2,
972). Then, a generalized Gaussian quadrature rule with respect to the collection
of functions (28) on any finite interval ofR is actually a classical n-point Gaussian
quadrature rule. Moreover, if the functions 1, x, x2, ... are integrable with respect to
a given finite positive measure µ̃ on an arbitrary interval J ⊆ R, then there exists a
sequence of orthogonal polynomials in the spaceL2(J, µ̃)** and a suitable classical
n-point Gaussian quadrature rule, n ≥ 1, which uses those polynomials to calcu-
late the nodes r̃1, ..., r̃n and the weights λ̃1, ..., λ̃n in a corresponding quadrature
formula, where λ̃1 + λ̃2 + ... + λ̃n = µ̃(I). Hence, since the functions 1, x, x2, ... are
non-negative and continuous on any interval I ⊆ R+, the next conclusion follows
from Theorem 4.2 and classical Gaussian quadrature rule.

Corollary 5.2. For an arbitrary interval I ⊆ R+, R+ = [0,+∞), let µ be a finite positive
measure defined by (1) on the Borel sigma-field of I. If all functions 1, x, x2, ... are integrable
on I with respect to the measure µ, then for any fixed m ≥ 1, there exist n ≥ 1 points
r1, ..., rn in I, and positive numbers λ1, ..., λn with λ1 + ... + λn = µ(I), such that

J
I
(m)(x

k−1) =
1

m!

[
(r1)k−1λ1 + .. + (rn)k−1λn

]m
, k = 1, ..., 2n, (29)

where J I
(m)(x

k−1), k = 1, ..., 2n, is a system of multiple integrals (18) with respect to the
collection of functions (28).

**In principle, if the functions 1, x, x2, ... are integrable with respect to an arbitrary finite positive
measure µ̃ on an interval J ⊆ R, then there exists a sequence of orthogonal polynomials in the space
L

2(J, µ̃). However, in practice, we are faced mostly with specific sequences of orthogonal polynomials
which could be connected to certain probability measures.
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Furthermore, if the conditions from Corollary 5.2 are satisfied and 1 : I → R+

is an arbitrary non-negative continuous function on an interval I ⊆ R+, integrable
on I with respect to the measure µ, then one can use a suitable classical n-point
Gaussian quadrature formula to approximate the value of the corresponding
multiple integral (18), such that

J
I
(m)(1) ≈

1
m!

[
1(r1)λ1 + .. + 1(rn)λn

]m . (30)

5.2. A probabilistic interpretation of Theorem 4.2
Suppose that measure µ, defined by (1), is a probability measure on the Borel

sigma-field of I ⊆ R with µ(I) = 1. If ξ1, ..., ξm are i.i.d. random variables,
concentrated on I ⊆ R, with probability distribution µ on B(I), then for any non-
negative continuous function 1 : I → R+ on I, integrable with respect to the
measure µ on I,

E
[
1(ξi)

]
= J

I
(1)(1), i = 1, ...,m,

E
[
1(ξ1) · · · 1(ξm) | ξi ≤ ξi−1, i = 2, ...,m

]
= J

I
(m)(1),

where E [· | ·] denotes conditional expectation of the product 1(ξ1) · · · 1(ξm) under
condition that ξi ≤ ξi−1, i = 2, ...,m. Hence, a probabilistic statement that directly
corresponds to Theorem 4.2 is the next one.

Corollary 5.3. For an interval I ⊆ R, let 1 : I → R+, be a non-negative continuous
function on I and integrable on I with respect to the probability measure µ concentrated on
I. If ξ1, ..., ξm is a sequence of m ≥ 1 stochastically independent random variables, defined
on some probability space (Ω,F ,P) such that, for each i = 1, ...,m, µ is the probability
distribution of ξi on I, then it holds

E
[
1(ξ1) · · · 1(ξm) | ξi ≤ ξi−1, i = 2, ...,m

]
=

(
E
[
1(ξ1)

])m

m!
.

Taking into account the Corollary 5.1, if the probability distribution µ is con-
centrated on a finite interval I = [t0,T] ⊂ R, then a collection of conditional
expectations E

[
1k(ξ1) · · · 1k(ξm) | ξi ≤ ξi−1, i = 2, ...,m

]
, k = 1, ..., 2n, with respect

to the Chebyshev system of functions (27) can be calculated exactly by a gen-
eralized Gaussian quadrature rule. Moreover, if the probability distribution µ,
concentrated on an interval I ⊆ R+, R+ = [0,+∞), has finite moments of all or-
ders, then there exists a sequence of orthogonal polynomials with respect to the
probability measure µ on I ⊆ R+. In that case, having in mind the Corollary 5.3, if
1 : I→ R+ is an arbitrary non-negative continuous function on an interval I ⊆ R+,
integrable on I with respect to the measure µ, then one can use a suitable classical
n-point Gaussian quadrature formula to approximate the conditional expectation
E
[
1(ξ1) · · · 1(ξm) | ξi ≤ ξi−1, i = 2, ...,m

]
by the right-hand side of the expression

(30).
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6. CONCLUDING REMARKS

Using the properties of the multiple stochastic integral (7), defined with re-
spect to the Volterra kernel (6) and the product of Gaussian orthogonal stochastic
measure (2), we proved that the multiple integral (18) can be expressed by the
corresponding one-dimensional integral (19). This result allows us to integrate
exactly a system of multiple integrals (18), defined with respect to the Chebyshev
system of functions (27) on any finite interval of R, by a suitable generalized
Gaussian quadrature rule, as well as to approximate a multiple integral (18), de-
fined on an arbitrary interval I ⊆ R+, by a classical Gaussian quadrature rule.
Moreover, the given probabilistic interpretation of Theorem 4.2 could be useful
to calculate exactly a collection of conditional expectations or to approximate a
certain conditional expectation by Gaussian quadrature.

REFERENCES

[1] Brandimarte, P., Numerical Methods in Finance and Economics, John Wiley & Sons, Inc., Hoboken,
New Jersey, 2006.

[2] Doob, J. L., Measure Theory, Springer-Verlag, New York, 1994.
[3] Ernst, O. G. A., Mugler, H. J., Starkloff, Ullmann, E., ”On the convergence of generalized poly-

nomial chaos expansions”, Mathematical Modelling and Numerical Analysis, 46 (2012) 317-339.
[4] Hida, T., and Hitsuda, M., Gaussian Processes, American Mathematical Society, Providence, Rhode

Island, 1993.
[5] Ito, K., ”Multiple Wiener Integral”, Journal of the Mathematical Society of Japan, 3 (1) (1951) 157-169.
[6] Lifshits, M. A., Gaussian random functions, Springer, 1995.
[7] Liu, Q., and Pierce, A., ”A note on Gauss-Hermite quadrature”, Biometrika, 81 (3) (1994) 624-629.
[8] Ma, J., Rokhlin, V., Wandzura, S., ”Generalized Gaussian quadrature rules for systems of arbitrary

functions”, SIAM Journal on Numerical Analysis, 33 (3) (1996) 971-996.
[9] Pennanen, T., Koivu, M., ”Epi-convergent discretizations of stochastic programs via integration

quadratures”, Numerische Mathematik, 100 (2005) 141-163.
[10] Rozanov, Yu. A., Markov Random Fields, Springer – Verlag, New York, 1982.
[11] Rozanov, Yu. A., Probability Theory, Random Processes and Mathematical Statistics, Springer Science

& Business Media, Dordrecht, 1995.
[12] Starkloff, H. J., ”On the Number of Independent Basic Random Variables for the Approximate

Solution of Random Equations”, in Celebration of Prof. Dr. Wilfried Grecksch’s 60th Birthday,
edited by C. Tammer and F. Heyde., Shaker Verlag, Aachen, 2008, 195–211.




